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Abstract

The influence of surface roughness on RBS spectra has been studied experimentally
and by computer simulation with the SIMNRA code. Rough thin films are described
by a distribution of film thicknesses, while rough substrates are approximated by a
distribution of local inclination angles. Correlation effects of surface roughness are
neglected. Rough film effects can be calculated for RBS including non-Rutherford
scattering, NRA and ERDA. The results of simulation calculations show good agree-
ment with experimental data. For thin films of high Z elements on rough substrates
additionally plural scattering plays an important role.

1 Introduction

Rutherford backscattering spec-
troscopy (RBS), nuclear reaction
analysis (NRA) and elastic recoil de-
tection analysis (ERDA) with inci-
dent MeV ions are powerful methods
for the quantitative analysis of thin
films and depth profiling of the near-
surface layers of solids [1]. However,
the quantitative application of these
methods is restricted to laterally ho-
mogeneous and smooth films. Several
computer codes for the evaluation
of RBS, NRA and ERDA spectra
assuming a multi-layered, smooth
sample structure are available, such
as RUMP [2,3] or SIMNRA [4,5].

The experimentalist is often con-
fronted with rough surfaces. The
effects of rough surfaces of thick tar-
gets on RBS were investigated in
some detail by Edge and Bill [6],
Knudson [7], Bird et al. [8], and
Hobbs et al. [9]. Wüest and Bochsler
[10] and Yesil et al. [11,12] attacked
the problem by means of a Monte-
Carlo computer simulation, taking
into account correlation effects of
the surface roughness and multiple
surface crossings of the incident and
emerging ions. It turned out that
effects of rough surfaces of thick tar-
gets occur only for grazing angles of
the incident or emerging ions. This
is for example the case in ERDA ap-
plications on thick, rough targets,



as was shown by Yesil et al. [11,12]
and Kitamura et al. [13]. Hydrogen
depth profiling on rough surfaces by
ERDA was studied experimentally
by Behrisch et al. [14].

Astonishingly, the effects of rough
thin films were studied much more
scarcely. For RBS, rough films on a
smooth substrate (Fig. 1a) were in-
vestigated by Shorin and Sosnin [15]
andMetzner et al. [16,17]. Shorin and
Sosnin [15] used a Monte-Carlo com-
puter simulation. The Monte-Carlo
approach suffers from long comput-
ing times of the order of hours [12],
rendering these codes impractical
for evaluation of experimental spec-
tra. Moreover, the Shorin/Sosnin
code treats only RBS with Ruther-
ford cross-sections, neglecting non-
Rutherford scattering, NRA and
ERDA. The theoretical approach of
Metzner et al. [16,17] allows to ex-
tract the thickness distribution of
rough films from a measured spec-
trum. However, this approach is only
valid for RBS with Rutherford cross
sections, a scattering angle of exactly
180◦ and constant stopping power,
thus severely limiting the practical
applicability of this work. The com-
puter code RUMP [2,3] allows to
blur the interface between two layers
by roughening the top layer. How-
ever, this is intended only for small
roughness amplitudes, the roughness
distribution function is not docu-
mented, and comparisons to experi-
mental data are not available.

Moreover, all work done so far treats
only the case of a rough film on a
smooth substrate. But in practice
also the case of a film deposited on

a rough substrate (Fig. 1b) is some-
times encountered. Surface rough-
ness has been added to the well
known simulation code SIMNRA
[4,5], version 4.70 and higher. The
code can treat one or more rough lay-
ers on a rough substrate and rough
foils in front of the detector for RBS
(including non-Rutherford scatter-
ing), ERDA and NRA. This paper
describes the used algorithms and
compares results of code calculations
with experimental data. The limita-
tions of the used approximations are
discussed.

2 The SIMNRA code

The SIMNRA code has been de-
scribed in detail elsewhere [4,5]. It is a
MicrosoftWindows 95/98/NT/2000/XP
program with fully graphical user
interface for the simulation of non-
Rutherford backscattering, nuclear
reaction analysis and elastic recoil
detection analysis with MeV ions.
About 300 different non-Rutherford
and nuclear reactions cross-sections
are included. SIMNRA can calculate
any ion-target combination including
incident heavy ions and any geom-
etry including transmission geome-
try. Arbitrary multi-layered foils in
front of the detector can be used.
For electronic energy loss either the
stopping power data by Andersen
and Ziegler [18,19] or the more re-
cent data by Ziegler, Biersack and
Littmark [20] can be used. The elec-
tronic stopping power of heavy ions
is derived from the stopping power of
protons using Brandt-Kitagawa the-
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ory [20,21] with the same algorithm
as used in TRIM 97. Energy loss
straggling includes the corrections
by Chu to Bohr’s straggling theory
[22,23], propagation of straggling in
thick layers, and geometrical strag-
gling. Multiple small angle scatter-
ing results in an additional, nearly
Gaussian shaped straggling contri-
bution, which is calculated according
to [24,25]. Multiple scattering with
2, 3, 4. . . scattering events with large
deflection angles is called plural scat-
tering. It results in a non-Gaussian
shaped background contribution and
can be calculated approximately in
the dual scattering approximation by
SIMNRA, where 2 scattering events
with large deflection angles are taken
into account [26]. The dual scatter-
ing approximation underestimates
the plural scattering background
somewhat due to the disregard of
trajectories with 3, 4. . . deflections
[26]. Major drawback of the dual
scattering approximation is the large
increase in computing time by a fac-
tor of about 200.

3 Experimental

RBS measurements were performed
at the 3 MV Tandem accelerator
at the IPP Garching. Backscattered
particles were recorded with a PIPS
detector at a scattering angle of 165◦.
Most measurements were performed
in the RKS facility, with a detec-
tor solid angle of 1.14 × 10−3 sr and
a beam spot size on the target of
1 × 1 mm2. The detector resolution
for 2 MeV 4He ions was about 14 keV.

The target current is measured with
a Farraday-cup with an accuracy
better than about 3%. W layers were
analyzed in the BOMBARDINO ex-
periment, which allows to handle
large targets up to 300 × 200 mm2.
The beam spot had a diameter of
1.8 mm, and the detector solid angle
was about 3 × 10−4 sr. The beam
current measurement was not suffi-
ciently reliable, therefore the spectra
were normalized to the height of the
W spectrum.

Line profiles of target surfaces were
determined with a mechanical pro-
filer (Tencor Alpha-Step 200) with a
vertical resolution of 5 nm, a hori-
zontal step width of 1 µm and a scan
length of 2 mm in 40 s. The profiler
tip was conical with an apex angle of
about 60◦.

4 Rough film on a smooth sub-
strate

A rough film on a smooth substrate
is shown schematically in Fig. 1a.
The substrate can be considered to
be smooth, if its roughness is much
smaller than the mean thickness d̄ of
the film. The film thickness distrib-
ution is described by a distribution
function p(d), with the film thick-
ness d measured perpendicular to
the substrate, see Fig. 1a, and d ≥ 0.
In the literature, usually a Gaussian
distribution centered at d̄ with vari-
ance σ2 and cut-off at zero is used
for p(d) [16,17]. However, a more
natural choice of a distribution func-
tion with only positive values d ≥ 0
is the Gamma distribution, which is
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Fig. 1. Schematic representation of a
rough film on a smooth substrate (a),
and of a smooth film on a rough sub-
strate (b). Grey: Film; white: Substrate.

also fully described by its mean value
d̄ and standard deviation σ. The
Gamma distribution is defined by

p(d) =
βα

Γ(α)
dα−1e−βd, d > 0 (1)

with α = d̄2/σ2 and β = d̄/σ2. Γ(α)
is the Gamma function. The Gamma
distribution is shown in Fig. 2 for
d̄ = 1 and different standard devia-
tions σ. The corresponding Gaussian
distributions centered at 1 and iden-
tical σ are shown for comparison.
For small roughnesses with σ ¿ d̄,
i.e. if the width of the distribution
is small compared to its mean value,
Gaussian and Gamma distributions
are nearly identical, see the curves
for σ = 0.1 in Fig. 2. With increasing
σ the two distributions become more
and more different (see the curves for
σ = 0.3 and 0.7 in Fig. 2). For σ = d̄
the Gamma distribution decreases
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Fig. 2. Comparison of Gaussian distri-
bution functions centered at 1 (dashed
lines) and Gamma distribution func-
tions (solid lines) with mean value d̄ = 1
and different standard deviations σ.

exponentially with p(d) = e−d, and
for σ > d̄ an integrable singularity
develops at d = 0.

A RBS, NRA or ERDA spectrum of
a rough film is approximated by a
superposition of N spectra with dif-
ferent layer thicknesses di. Typically
about N = 20 sub-spectra are nec-
essary to obtain a smooth superpo-
sition, though N has to be increased
to about N = 50 for broad distribu-
tions with σ ≥ d̄. The weight wi of
each sub-spectrum is determined ac-
cording to the thickness distribution
function. For each sub-spectrum the
layer is treated to be smooth with
thickness di. Correlation effects, such
as incidence through a hump and
emergence through a valley or multi-
ple surface crossings, are neglected.
This is only correct for backscatter-
ing at a scattering angle of exactly
180◦ and for transmission geome-
tries. However, for scattering angles
in the range 150◦–180◦ and non-
grazing incidence and emergence an-
gles, as are used in many RBS and
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NRA setups, correlation effects still
play only a minor role and can be
neglected without severe loss of ac-
curacy. But it should be kept in mind
that the used approximation gets
invalid for grazing incidence or exit
angles, as is the case in ERDA - in
these cases correlation effects may be
dominant and can change the shape
of the spectra considerably.

The effect of layer roughness on the
shape of RBS spectra is shown in
Fig. 3 for incident 4He ions backscat-
tered from a gold layer at a scatter-
ing angle of 165◦. The spectra were
calculated with the SIMNRA code,
the film thickness distributions are
described by the Gamma distribu-
tions shown in Fig. 2. If the thick-
ness variation is much smaller than
the mean film thickness (σ/d̄ = 0.1),
only the low energy edge of the film
is affected by the roughness and gets
broader. With increasing roughness
the broadening of the low energy
edge increases, until at σ/d̄ ≈ 0.6 the
high energy edge begins to decrease.
The energy E1/2, at which the low
energy edge has decreased to its half
height, remains fairly constant until
large roughness amplitudes of the
order σ/d̄ ≈ 0.6, i.e. until the high
energy edge begins to decrease. For
sufficiently thick films, i.e. if the film
is completely resolved, this energy
is therefore a rather robust measure
of the mean film thickness even for
large roughnesses, as long as the high
energy edge is not affected.

The energy spectrum of 1.5 MeV 4He
backscattered from a rough Ni-film
deposited on polycrystalline carbon
is shown in Fig. 4. The experimental
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Fig. 3. Calculated energy spectra for
2 MeV 4He backscattered from a smooth
and rough gold layers with mean thick-
ness d̄ = 1 × 1018 Au-atoms/cm2 and
different roughnesses with standard de-
viation σ. The film thickness distrib-
utions are shown in Fig. 2. Incident
angle α = 0◦, scattering angle 165◦.
E1/2 marks the energy, at which the low
energy edge has decreased to its half
height.

data are not well reproduced by the
simulated spectrum of a smooth Ni
layer (dashed line). The measured
spectrum is well reproduced in the
simulation by a mean Ni layer thick-
ness of 2.17 × 1018 Ni-atoms/cm2

(238 nm) and a roughness with stan-
dard deviation σ = 2.12 × 1017 Ni-
atoms/cm2 (23 nm) (solid line). The
remaining discrepancies between
experimental data and simulation,
especially the small background in
channels 120–400, are mainly due to
impurities and plural scattering in
the Ni layer, which was not taken
into account in the calculation.

The roughness of the Ni film was de-
termined from line scans with a pro-
filer. The roughness distribution, i.e.
the deviation of the actual surface
from the leveled one, was approxi-
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Fig. 4. 1.5 MeV 4He backscattered at
165◦ from a rough Ni-film with a mean
thickness of 2.17 × 1018 Ni-atoms/cm2

on carbon substrate. Dots: Experi-
mental data; Dashed line: Simulation
assuming a smooth Ni layer; Solid
line: Simulation assuming a rough Ni
layer with roughness σ = 2.12 × 1017

Ni-atoms/cm2.

mately Gaussian: For small values of
σ/d̄ a Gaussian and a Gamma distri-
bution cannot be distinguished, see
Fig. 2. The carbon substrate was al-
ready rough with a standard devia-
tion σC = 18.2 nm. The roughness
of the Ni film on the substrate was
σC+Ni = 26.5 nm. This roughness is
made up by the roughness of the car-
bon substrate plus the roughness of
the Ni film σNi. By assuming the two
roughnesses to be independent, i.e.
σ2

C+Ni = σ2
C + σ2

Ni, the roughness of
the Ni film alone is about 19.3 nm.
Keeping in mind that this value may
have a large error, because it is de-
rived as the difference of two num-
bers, this is in very good agreement
with the result from He backscatter-
ing of 23 nm (Fig. 4).

The energy spectrum of 2.0 MeV
4He backscattered from a rough ox-
idised aluminum film on polycrys-

talline carbon substrate is shown in
Fig. 5. The carbon substrate was
well polished and had a mean rough-
ness < 25 nm [27]. The film was
exposed for about 8 months as ero-
sion monitor at the vessel wall of the
nuclear fusion tokamak experiment
JET [28,27], the wall temperature
was about 300◦C. The initial Al layer
thickness was 3.16× 1018 atoms/cm2

(525 nm), but decreased due to sput-
tering by bombardment with ener-
getic hydrogen atoms from the nu-
clear fusion plasma to 7.5 × 1017

Al-atoms/cm2. At the same time
the Al film was oxidised and some
nickel, which was initially eroded at
an erosion dominated area of the
JET vessel wall 1 , was redeposited
on the Al film and incorporated. The
observed spectrum with the tails at
the low energy sides of the O, Al
and Ni peaks cannot be reproduced
by assuming a smooth layer. But it
is fairly well reproduced by a rough
layer with a mean film thickness of
1.11 × 1018 atoms/cm2, roughness
σ = 1.06 × 1018 atoms/cm2, and
composition 68% Al, 30% O, 2% Ni
(solid line in Fig. 5). The shape of the
film thickness distribution is close
to the curve with σ = 1 in Fig. 2.
This example shows clearly that
non-Gaussian distributions of layer
thicknesses are observed in practice
and can be described by a Gamma
distribution.

1 The JET vessel walls consist of In-
conel, a stainless steel with high nickel
content.
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Fig. 5. 2 MeV 4He backscattered at 165◦

from a rough oxidised aluminum film on
carbon. The film was used as long term
sample in the tokamak JET and was
strongly eroded by plasma impact. Ad-
ditionally some Ni was deposited from
the plasma. Dots: Experimental data;
Solid line: Simulation with a mean film
thickness of 1.11× 1018 atoms/cm2 and
roughness σ = 1.06 × 1018 atoms/cm2.
Film composition 68% Al, 30% O, 2%
Ni.

5 Smooth film on a rough sub-
strate

A film with homogeneous thickness
d on a rough substrate is shown
schematically in Fig. 1b. The sub-
strate is considered to be rough, if its
roughness amplitude is much larger
than the thickness d of the film. We
assume a rough substrate to con-
sist of inclined line segments with
local inclination angle ϕ, and the
film thickness d is measured parallel
to the local surface normal. Such a
rough surface is described by a dis-
tribution of local tilt angles p(ϕ).
The concept of a local tilt angle was
already used by Küstner et al. for the
calculation of the sputtering yield of
rough surfaces by ion bombardment
in the energy range 100 eV to sev-

intersection

Out
In

Fig. 6. Schematic representation of a
rough surface. In: Direction of the inci-
dent beam; Out: Direction of the outgo-
ing beam; Light gray: Plane spanned by
the incident and outgoing beams; Inter-
section: Intersection of the plane with
the rough surface.

eral keV [29]. In Küstner’s work the
rough surface was treated as a fully 3-
dimensional object, which was neces-
sary due to the 3-dimensional nature
of the collision cascades created by
keV ions. In MeV ion beam analysis
the trajectories of the incident and
emerging ions can be approximated
with good accuracy by straight lines,
and we have to consider only the
intersection of the plane, which is
spanned by the trajectories of the
incident and emerging ions, and the
target surface, see Fig. 6: The inter-
section is only a 2-dimensional line
profile as the one shown in Fig. 1b.

The tilt angle distribution is given by
p(ϕ). This distribution describes the
frequency of occurence of a line seg-
ment inclined by ϕ. A rough surface
without preferential orientation has
a mean tilt angle

ϕ̄ =

90◦∫

−90◦
ϕp(ϕ) dϕ = 0◦. (2)

The probability distribution p̃(ϕ) of
hitting a surface tilted by ϕ by an
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incident ion is given by

p̃(ϕ) = p(ϕ) cos(α− ϕ), (3)

with the incident angle α of the ion. α
is measured towards the surface nor-
mal of a non-inclined surface. The
factor cos(α − ϕ) is due to the pro-
jection of the line segment into the
plane perpendicular to the incident
ion trajectory: It is more likely to hit
a segment which is perpendicular to
the incident trajectory than an in-
clined segment - and obviously it is
impossible to hit a segment which is
tilted parallel to the incident beam.
It is important to note that a pro-
filer or a scanning tunneling micro-
scope (STM), which samples the sur-
face at a constant step width parallel
to the surface, measures the distribu-
tion p̃(ϕ) rather than p(ϕ): Large tilt
angles are under-represented in the
measurement, and tilt angles of 90◦
cannot be measured at all by a pro-
filer or STM.

RBS, NRA and ERDA spectra of a
smooth film on a rough substrate are
approximated by a superposition of
M spectra with different local inci-
dent and emerging angles α̃ = |α−ϕ|
and β̃ = |β + ϕ|. The weight of each
sub-spectrum is determined accord-
ing to the distribution function p̃(ϕ).
For each sub-spectrum the substrate
is treated to be smooth, i.e. a spec-
trum for a smooth layer, but with
incident angle α̃ and emergence an-
gle β̃ is calculated. Incident angles
α̃ > 90◦ are excluded: This repre-
sents a line segment which cannot be
hit by the incident beam. As in the
case of a rough film on a smooth sub-

strate, surface correlation effects like
shadowing of one line segment by an-
other, and multiple surface crossings
are neglected.

Which distribution should be used
as tilt angle distribution p(ϕ)? We
have investigated different rough
surfaces with a profiler. As will be
shown elsewhere [30], a Gaussian
distribution of tilt angles usually un-
derestimates strongly the wings of
the distribution, while a Lorentz dis-
tribution yields a reasonable fit to
the measured data. The correct mea-
surement of large inclination angles
> ±45◦ with a profiler is an exper-
imental problem due to the finite
step width and the apex angle of the
profiler tip, resulting in larger un-
certainties especially in the wings of
the distribution. Provided that the
calculation model is correct, the ap-
plication of Bayesian data analysis
methods allows extraction of the tilt
angle distribution from measured ion
beam backscattering spectra more
accurately [30].

In the following we describe the tilt
angle distribution by a Lorentz dis-
tribution centered a 0◦. The only
free parameter of the distribution
is the full width at half maximum
(FWHM). If a given surface is cor-
rectly described by this model or not
has to be checked in each case by
measuring surface profiles.

Calculated backscattering spectra
for 4He ions at normal incidence
backscattered from a gold layer with
thickness 1 × 1018 atoms/cm2 and a
scattering angle of 165◦ are shown
in Fig. 7 for a smooth and rough
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substrates. Plural scattering was ne-
glected. The rough substrates are
described by a Lorentz distribution
of tilt angles with different FWHM
w. On a rough substrate the low en-
ergy edge gets a tail, which increases
with increasing roughness. This tail
extends to energies close to zero.
With increasing roughness the Au
peak gets broader, and the energy
E1/2, at which the low energy edge
has decreased to its half height, is
not a good measure of the film thick-
ness: It depends on the roughness
of the substrate. The high energy
edge and the plateau (in the en-
ergy range 1650–1800 keV) are only
slightly affected by substrate rough-
ness and decrease only little at large
roughnesses due to shadowing: The
backscattered particles do not reach
the detector any more, because the
exit angle β points inside the layer.
For w = ∞ the local tilt angles are
equipartitioned, and the correspond-
ing spectrum represents the case of
maximum roughness.

A measured spectrum for 2.5 MeV
protons backscattered from a tung-
sten layer on a rough carbon sub-
strate is shown in Fig. 8. The non-
Rutherford elastic scattering data
from [31] were used for the C(p,p)C
cross section. The substrate is a car-
bon fibre composite (CFC) material
manufactured by Dunlop, which is
used for high heat flux components
in the tokamak experiment JET due
to its high thermal conductivity. The
surface was milled, but not polished,
and the W layer was deposited from
a pulsed cathodic arc discharge at
DIARC Technology Inc. (Finland)
at room temperature. The mean W
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Fig. 7. Calculated energy spectra for
2 MeV 4He backscattered from a
gold layer with thickness 1 × 1018

Au-atoms/cm2 on a rough substrate
with different roughnesses. The rough-
ness is described by a Lorentz distri-
bution of tilt angles with FWHM w.
w = ∞ is an equipartition of tilt angles.
Incident angle α = 0◦, scattering angle
165◦.

layer thickness was about 3.5 µm,
while the standard deviation of the
substrate roughness, as determined
with a profiler at different areas and
different scan directions parallel and
perpendicular to the carbon fibres,
was about 8.2 µm, i.e. the substrate
roughness was considerably larger
than the thickness of the W layer.
The measured tilt angle distribu-
tion could be fitted reasonably well
with a Lorentz distribution having
a FWHM of 26.6◦. The amounts
of impurities in the W layer were
determined by X-ray fluorescence
analysis (Ni, Fe, Cr) and secondary
ion mass spectrometry (SIMS) (C,
O). The impurity concentration was
< 2 at.% and does not contribute
significantly to the measured spec-
trum. Impurities were neglected in
the simulations.
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Fig. 8. 2.5 MeV protons backscattered
from 3.5 µm W on a rough carbon
substrate, normal incidence, scattering
angle 165◦. Dots: Experimental data;
Dotted line: Calculated spectrum for a
smooth W layer (3.6 µm) on a smooth
C substrate including plural scattering;
Dashed line: Calculated spectrum for a
roughW layer (3.5 µm, σ = 0.30 µm) on
a rough substrate (FWHM 20◦); Solid
line: As dashed line, but including plural
scattering.

The dotted line in Fig. 8 is the cal-
culated spectrum for a smooth W
layer on a smooth carbon substrate.
Plural scattering in the W layer was
included in dual scattering approxi-
mation [26]: All trajectories with two
scattering events in the W layer are
taken into account. Plural scatter-
ing results in the small background
visible between the carbon and tung-
sten signals in channels 500–650.
This spectrum has only minor re-
semblance with the experimental
curve, and requires a slightly thicker
W layer (3.6 µm) for best fit. The
dashed line is calculated for a rough
W layer, characterized by a Gamma-
distribution of layer thicknesses with
a mean thickness of 3.5 µm and stan-
dard deviation σ = 0.3 µmon a rough
carbon substrate, characterized by

a Lorentz distribution of tilt angles
with FWHM = 20◦. The roughnesses
of the layer and the substrate are as-
sumed to be independent, and plural
scattering is not taken into account.
The W peak (channels > 650) is al-
ready well described, but the low
energy tail below the peak is under-
estimated. The solid line uses the
same roughness parameters for the
W-layer and the substrate, but takes
additionally plural scattering in the
W-layer into account. Now the whole
experimental spectrum is reproduced
well, with only a small discrepancy
in channels 600–650. Compared to
the smooth layer the contribution
of plural scattering has increased
strongly, which is due to an enhance-
ment of plural scattering at oblique
incidence. The height and shape of
the low energy tail below the W-peak
in channels < 650 are determined by
the wings of the tilt angle distribu-
tion with inclination angles > ±45◦.
The measured tilt angle distribution
could be described by a Lorentz dis-
tribution with a FWHM of 26.6◦,
while the best fit to the measured
spectrum yields a FWHM of about
20◦. Inaccuracies in the measurement
of the tilt angle distribution at high
inclinations due to the apex angle of
the profiler tip and the constant step
width, together with uncertainties in
the calculation of the plural scatter-
ing background, are the reason for
this small discrepancy. Additionally
it should be kept in mind that the
used model of inclined line segments,
see Fig. 1, is only an approximation
to physical reality, and the real sur-
face has an additional fine structure,
which is often described by fractal
geometry [32,33].
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The influence of the different rough-
nesses on the shape of the RBS spec-
trum is shown inmore detail in Fig. 9.
The experimental data (black dots)
and the solid line in the top and bot-
tom figures are the same as in Fig. 8.
The substrate roughness is kept con-
stant in Fig. 9 (top), and the rough-
ness of the W layer is varied from
smooth to 0.6 µm. The roughness of
theW-layer influencesmainly the low
energy edge of the W peak, best fit
is obtained for σ = 0.3 µm. The bot-
tom part shows the influence of the
carbon substrate roughness for con-
stant W-layer roughness. Substrate
roughness influences mainly the low
energy tail below the W-peak, while
the low energy edge of the W-peak
is less affected by substrate rough-
ness. Best fit is obtained for about 20◦
FWHM. Due to the different effects
of the two roughnesses on the shape
of RBS spectra the two roughnesses
can be easily distinguished.

6 Conclusions

The influence of surface roughness
on RBS spectra has been studied ex-
perimentally and by computer sim-
ulations with the SIMNRA code,
versions 4.70 and higher. The pro-
gram can calculate the effects of film
roughness, substrate roughness, and
combinations of both. Rough films
are described by a Gamma distribu-
tion of film thicknesses, while rough
substrates are approximated by a
Lorentz distribution of local inclina-
tion angles. Correlation effects of film
roughness, such as incidence through

0

100

200

300

400

 

W

C

 Experimental
 Smooth layer
 Rough layer, σ = 0.3 µm
 Rough layer, σ = 0.6 µm

 

 

C
o

u
n

ts

400 600 800
0

100

200

300

400

C

W

 Experimental
 Substrate roughness 10°
 Substrate roughness 20°
 Substrate roughness 30°

 

 

Channel

Fig. 9. Same experimental data as in
Fig. 8, compared to simulation calcula-
tions with different roughness parame-
ters. Top: Calculations for a rough car-
bon substrate (FWHM 20◦) and differ-
ent W-layer roughnesses, characterized
by a Gamma-distribution with standard
deviation σ; Bottom: Calculations for
a rough W layer (σ = 0.3 µm) and
different substrate roughnesses, charac-
terized by a Lorentz-distribution of tilt
angles with different FWHM’s. Mean
W-layer thickness 3.5 µm, plural scat-
tering included.

a valley and emergence through a
hump or multiple surface crossings,
are neglected. This approximation is
well fulfilled for typical RBS geome-
tries at backscattering angles in the
range 150–180◦ and non-grazing in-
cidence and emergence angles, but
may be less valid for typical ERDA
geometries at grazing incidence and
exit angles.
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The computing time increases from
about 1 s for a simple RBS-spectrum
of a smooth layer to about 10–30 s
for a rough layer on a 500 MHz Pen-
tium 3 processor. Film roughness can
be used for evaluation of RBS includ-
ing non-Rutherford scattering, NRA
and ERDA.

In RBS geometry, layer roughness
results in a smearing of the low en-
ergy edge of thin films and the de-
velopment of tails stretching to low
energies. The shape of this smear-
ing is different for film and substrate
roughness due to the different distri-
bution functions. For rough films the
energy at which the low energy edge
has decreased to its half value is a
rather robust measure of the mean
film thickness, as long as the width
of the thickness distribution is lower
than its mean thickness. This is not
the case for substrate roughness.
Additionally plural scattering may
play an important role on rough sub-
strates, if the films contain high-Z
elements.

Results of simulation calculations
are in good agreement with exper-
imental data and measured surface
roughnesses. The ability to calcu-
late surface roughness effects enables
quantitative ion beam analysis of
thin films even under extreme con-
ditions, such as films with roughness
exceeding the mean film thickness or
films on very rough substrates like
carbon fibre composites or plasma
sprayed materials.
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