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Abstract

SIMNRA is an analytical code for the simulation of ion beam analysis energy spectra
obtained by Rutherford backscattering, non-Rutherford scattering, elastic recoil de-
tection analysis, and nuclear reaction analysis. Improvements of the simulation phy-
sics in SIMNRA version 7 include among others the skewness of all energy spread
distributions, improved handling of scattering or reaction cross-sections with struc-
ture, generalized layer roughness, and sample porosity.

1 Introduction

In most cases the quantitative evaluation of ion beam analysis spectra obtained
by Rutherford backscattering spectrometry (RBS), elastic (back-)scattering
spectrometry (EBS), elastic recoil detection analysis (ERDA) and nuclear re-
action analysis (NRA) requires computer simulation of the spectra in order to
obtain the elemental composition and depth pro�les of individual elements in
the near-surface layer. Exceptions may be very thin layers, trace elements with
non-overlapping signals [1], or spectra obtained by heavy-ion ERDA which can
be converted directly into depth pro�les without simulation [2].

A number of di�erent codes has been developed during the last decades for
the computer simulation of ion-beam analysis spectra [3,4,5]. These can be
roughly divided into Monte-Carlo codes and analytical codes.

Monte-Carlo codes, such as TRIM.SP [6], SDTrimSP [7], SRIM [8,9,10,11,12],
MCERD [13,14] or CORTEO [15], follow trajectories of individual particles in
binary collision approximation. These codes are principally usable at energies
from a few 100 eV until many GeV (although the actual usable energy range of
a speci�c code is often limited by computing time constraints, approximations
for improving computing speed, or limited implementations of interaction po-
tentials or stopping powers) and are very versatile. Multiple small- and large
angle scattering e�ects are always included as well as complicated detection
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geometries or special (for example large or curved) detectors. Main drawback
is the slow computing speed, which makes the use of these codes for routine
analysis work of MeV ion beam analysis spectra problematic.

Analytical codes, such as SIMNRA [16,17], RUMP [18], or NDF [19], use a
di�erent approach: They calculate the evolution of energy distributions of en-
sembles of particles. Particle trajectories are approximated as straight lines,
where multiple small-angle scattering e�ects or geometrical spread due to �-
nite detector sizes are added as (typically small) additional corrections to the
energy distributions. Those approximations make these codes only applicable
if multiple scattering e�ects are su�ciently small, i.e. if particle energies are
su�ciently high. The dual-scattering approximation extends the applicability
of these codes towards lower energies [20] at the cost of computing time. Main
advantage of these types of codes is a very fast computation and the maturity
of the codes [4].

SIMNRA version 6 is a popular code for the simulation of ion beam analysis
spectra. The initial release of SIMNRA 6.0 was in the year 2006. Since its
initial release a number of bug �xes and minor improvements were released in
versions 6.01 to 6.06. The physics basis, however, remained unchanged. New
physics was implemented in version 6.10 and higher and was partly described
in a number of publications [21,22,23,24], but these versions never became
publicly available. SIMNRA 7 summarises all improvements of the simulation
physics accumulated during the last years. This improved physics is shortly
summarised in this paper, details can be found in the given references.

2 Skewness of energy distributions

The slowing down of swift ions in matter is always associated with energy
spread due to energy-loss straggling [25] and multiple small-angle scattering
[26,27,28]. An accurate calculation of the shape of electronic energy-loss strag-
gling distributions is possible within the framework of a general stopping and
straggling theory, such as the Bohr, Bethe, or Bloch theory [29,30,25]. This
requires an additional numerical convolution, which increases the computing
time by about one order of magnitude: This is impractical due to computing
time restrictions in simulation codes. Moreover, the shape of the straggling
distribution cannot be calculated if empirical or semi-empirical stopping or
straggling models (such as SRIM stopping powers [10] or Yang straggling
[31]) are used, because these models provide only information about one spe-
ci�c moment of the energy distribution: A stopping power model gives the
mean energy loss and mean energy, a straggling model the variance of the
straggling. But it is usually impossible to get information about higher mo-
ments (such as the skewness and kurtosis) from such semi-empirical models.
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Because these models often provide better accuracy than a general stopping
and straggling theory, such semi-empirical models are often used in practice.

The di�erent energy spread distributions relevant for IBA (electronic energy-
loss straggling, geometrical straggling, multiple scattering, energy spread due
to porosity) can be approximated with su�cient accuracy by two-piece nor-
mal distributions (TPNDs) [21]. This slows down calculations only marginally
and provides energy distributions with correct mean value, variance and third
moment [21], thus resulting in higher accuracy in spectrum simulation. From
the di�erent classes of skewed Gaussian-type functions the TPND has been
selected due to its good compatibility with the calculational schemes for IBA.

As was already shown in [29], the �rst three moments are su�cient for an
accurate approximation of the energy-loss distributions if the energy-loss is
not too small. We obtain the mean value from the energy loss due to the
stopping power [32,33,34,35,10] and the variance from a straggling theory,
such as [31]. As third moment we use nonrelativistic free Coulomb scattering
[25, chapter 8.11]. Due to the very limited availability of experimental data for
third moments the accuracy of the free scattering theory is hard to judge. At
su�ciently large ion velocities it should describe the third moment comparably
accurate as Bohr theory describes straggling, while at lower ion velocities free
scattering will overestimate the third moment.

Measured energy distributions of 19.68 MeV protons after traversing 0.2675 g/cm2

and 0.497 g/cm2 aluminum are shown in Fig. 1. The energy distributions are
better approximated by the SIMNRA 7 model. The approximation by Gaus-
sian energy distributions in SIMNRA 6 gives the correct widths (FWHMs) of
the distributions, but the shape is not as well reproduced.

Skewed energy distributions have been also implemented for multiple-scattering
energy distributions [21], geometrical spread, and energy spread by porosity
[24]. Comparisons to existing experimental data or Monte-Carlo simulations
using the MCERD code can be found in [21].

3 Cross-sections with structure

SIMNRA uses the classical brick concept for calculating the number of scat-
tered 1 particles [17, Fig. 1]. This requires the calculation of the (mean)
cross-sections at the beginning and end of each brick. The energy distribu-
tion of an ensemble of straggled particles can be described by a distribution

1 For simplicity the term 'scattered' will be used throughout this section. However,
a 'scattered' particle may be also a recoil or a nuclear reaction product.
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Fig. 1. Energy distributions of 19.68 MeV protons after traversing 0.2675 g/cm2 and
0.497 g/cm2 aluminum. Dots: Experimental data from [47]; Solid line: SIMNRA 7
calculation using a two-piece normal distribution for electronic energy-loss strag-
gling; Dashed line: SIMNRA 6 calculation using a Gaussian energy distribution.
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function f(E), where f(E) is typically close to Gaussian and normalized to∫
f(E)dE = 1. A mean cross-section σ̄ for this energy distribution then can

be de�ned by

σ̄ =
∫
f(E)σ(E)dE, (1)

with σ(E) the energy-dependent scattering cross-section.

SIMNRA 6 uses the simple approximation σ̄ = σ(Ē), with Ē the mean energy
of the energy distribution: Ē =

∫
Ef(E)dE. This allows a very fast com-

putation and is su�ciently accurate for slowly varying cross-sections such
as Rutherford cross-section. As has been shown in [36], however, this ap-
proximation gets inaccuate for cross-sections with structure (such as resonant
cross-sections for scattering of nuclear reactions), if the energy spread of the
straggling distribution gets comparable or larger than the width of structures
in the cross-section. SIMNRA 7 evaluates eq. 1 by numerical integration using
the energy distribution f(E) as described in section 2.

Moreover, the shape of the cross-section in�uences not only the number of
scattered particles via the mean cross-section, but in�uences also the shape
of the energy distribution of the ensemble of particles after scattering. If a
particle had the energy E before scattering, then the energy E ′ after scatte-
ring is given by E ′ = KE, with K the kinematic factor. For a constant (or
slowly varying) cross-section the energy distribution after scattering f ′(E ′) is
then simply given by f ′(E ′) = (1/K)f(E), which has mean value Ē ′ = KĒ,
variance V ′ = K2V and third central moment M ′ = K3M , with V the
variance and M the third central moment of the energy distribution be-
fore scattering. For a cross-section with structure this has to be modi�ed
to f ′(E ′)dE ′ = (1/σ̄)f(E)σ(E)dE, i.e. the shape of the energy distribution
after scattering is in�uenced by the energy dependence of the cross-section:
A Gaussian energy distribution before scattering will usually become non-
Gaussian after scattering, if the cross-section has narrow structures. The �rst
three moments of the energy distribution after scattering are then given by

Ē ′=K/σ̄
∫
Ef(E)σ(E)dE (2)

V ′=K2/σ̄
∫

(E − Ē)2f(E)σ(E)dE (3)

M ′=K3/σ̄
∫

(E − Ē)3f(E)σ(E)dE. (4)

SIMNRA 7 uses numerical integration in order to calculate the �rst three
moments of the energy distribution after scattering using eqs. 2 to 4. This
increases the computing time by about 30%. The energy distribution is then
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Fig. 2. Backscattering of 2000 keV protons from pyrolytic graphite at a scattering
angle of 165◦. Dots: Experimental data; Solid line: Simulation with SIMNRA 7 using
the improved treatment of resonant cross-sections described in section 3; Dashed line:
Simulation using SIMNRA 6. The SigmaCalc cross-section from [37] was used for
both simulations.

propagated to the surface using the methods described in section 2. This pro-
cedure takes the �rst three moments of the energy distributions into account.

This change of the shape of the energy distribution by the scattering cross-
section has been already pointed out in [36]. However, the procedure described
in [36] is somewhat inconsequent, because the shape of the energy distribution
is assumed to be always Gaussian, and only the mean cross-section according
to eq. 1 and the change of the mean energy according to eq. 2 is taken into
account.

The energy spectrum of 2000 keV protons backscattered from pyrolytic grap-
hite is shown in Fig. 2. The spectrum is dominated by the well-known reso-
nance in the cross-section at about 1740 keV. The simulation uses the Sig-
maCalc cross-section from [37]. The simulation with SIMNRA 6 gives a a
resonance peak, which is too narrow and too high, while SIMNRA 7 perfectly
reproduces the shape of the peak. It should be noted, though, that for bulk
samples SIMNRA 6 still yields the correct total number of counts (i.e. the
integrated number of counts for the peak is almost identical for SIMNRA 6
and SIMNRA 7), but the width of the simulated peak is usually too narrow.
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4 Generalized layer roughness

Rough layers are characterised by a distribution of layer thicknesses. The SIM-
NRA 6 model of layer roughness assumes a Γ-distribution of layer thicknesses
[38]. Initially the Γ-distribution was an ad-hoc proposal, because it converges
towards a Gaussian distribution if the width of a distribution is smaller than
its mean value, but, in contrast to a Gaussian distribution, it is positive de-
�nite. Although initially ad-hoc, this model turned out to give a very good
description for a large number of di�erent rough layered systems with 'natural'
roughness.

However, in a number of cases this roughness model is insu�cient. It does not
describe partial coverage of a surface, for example of plasma-eroded surfaces
[39] or meshes, and it does not describe arti�cial surfaces where de�ned variati-
ons of layer thicknesses are used, for example gratings [40,23,22] or nano-dots.
SIMNRA 7 allows to use arbitrary layer thickness distributions: These can be
supplied through an input �le which contains the frequency distribution of the
layer thicknesses. Correlations between incident and exit beam (for example
incidence through a valley and exit through a hill) are neglected: This ap-
proximation is accurate in transmission geometry and at backward scattering
angles close to 180◦, but gets more and more approximate if other angles are
used. This model is therefore well suited for backscattering analysis at scat-
tering angles larger than about 160◦ for layers, where the layer thickness is
smaller than the lateral scale of thickness variations. For 2-dimensional sam-
ples usually a sample orientation, where these approximations are precisely
ful�lled, can be found [23].

The frequency distribution of layer thicknesses measured by ion beam analysis
generally does not allow unambiguously to reconstruct the lateral distribution
of thicknesses, i.e. the surface pro�le. However, with the help of additional
knowledge, for example about the periodicity of periodic structures and kno-
wledge about symmetries, even the lateral distribution can be reconstructed
in some cases. The evolution of the shape of a sputter-eroded silicon grating
during the sputtering process can be found in [23].

5 Porous layers

Porous materials are characterised by a mixture of material and voids. Incident
ions traverse a random number of voids: If an ion crosses a larger number of
voids, then its energy loss will be smaller than that of an ion which traverses
a larger path length in the material. A random distribution of pores therefore
results in a distribution of path lengths in the material and consequently in
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a distribution of energy losses. The resulting energy spread can be measured
and can be used to derive information about the porosity of a layer [24].

Because ion trajectories at su�ciently high energies are close to straight lines,
ion beam analysis provides information about the path length distribution
function in the material forming a porous layer. The path length distribution
function approaches rapidly a Gaussian, if more than very few pores are tra-
versed. Consequently, ion beam analysis can provide the mean path length in
the material and the variance of the path length distribution function for a
porous layer. Both numbers increase linearly with layer thickness. The vari-
ance per unit length is therefore a fundamental number characteristic for the
geometrical arrangement of pores in a porous layer.

The variance of the path length distribution per unit lenth can be derived
directly from a measurement without a model. However, usually a di�erent
information, for example about the pore volume fraction or about the dia-
meter of pores, is seeked. This requires a model which connects the measured
variance per unit lenth with the geometrical arrangement of pores. SIMNRA 7
implements the simplest possible model of a porous layer: It assumes a random
arrangement of overlapping equally-sized spherical pores in tree dimensions
[24]. The statistical properties (variances and third central moments) of the
path length distribution functions of these porous structures have been com-
puted by Monte-Carlo simulations and are tabulated in the program. The
variance per unit length depends on pore volume fraction and on pore diame-
ter. If the variance per unit length has been measured by ion beam analysis
and if the pore volume fraction is known (it can be determined for example by
combining Rutherford backscattering and focused ion beam cross-sectioning),
then the pore diameter can be determined.

The surface of a porous V2O5 layer with 40% pore volume fraction is compared
to the SIMNRA 7 computational model in Fig. 3. The computational model
is a three-dimensional cube, the �gure shows the section of this cube with the
central plane. The diameter of the spherical pores is 31 nm. These form larger,
irregularly shaped elongated pores by random overlap. The computational
model assumes a fully random distribution of the pores. In reality, porous
materials have a large degree of randomness, but they are not fully random.

An RBS spectrum of the porous V2O5 layer from Fig. 3 is shown in Fig. 4.
The low-energy edges of the V and O signals are clearly broadened by the
porosity. The computer simulation assuming a porous layer is in very good
agreement with the experimental data and yields a variance of the path length
distribution per unit length of 4.6 nm2/nm. For a porosity volume fraction of
40% this results in a pore diameter of 31 nm. This number is in good agreement
with the SEM image in Fig. 3.
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100 nm
Fig. 3. Left: Scanning electron micrograph of the surface of a porous V2O5 layer.
Right: Cross-section through the central plane of the computational model of the po-
rous layer. V2O5 material is grey, pores in the material are black. The pore diameter
is 31 nm.

It should be kept in mind, that porosity and layer roughness may have identical
e�ects: Both result in a broadening of the low-energy edge of a porous or rough
layer. This ambiguity is di�cult to resolve with ion beam analysis methods
alone and may require additional knowledge about the samples, for example
from scanning electron microscopy or focused ion beam cross-sectioning.

6 Other physics improvements

• Window for external beam: A window for an external beam has been inclu-
ded in SIMNRA 7. The window is placed between the incident beam and
the target and acts through its stopping and straggling. It can consist of an
arbitrary number of layers, which may contain roughness or porosity.

• Energy-dependent detector sensitivity: An energy-dependent detector sensi-
tivity can be supplied.

• Universal scattering cross-section: The scattering cross-section based on the
universal screened potential can be selected instead of screened Rutherford
cross-sections. The pre-calculated high-precision cross-section data from [41]
are used. The universal scattering cross-section is mainly useful at very low
energies, as are typical for medium energy ion scattering (MEIS).
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Fig. 4. RBS spectrum of a porous V2O5 layer on silicon substrate using 1500 keV
4He

ions at a scattering angle of 165◦. Dots: Experimental data; Solid line: Computer
simulation assuming a porous layer with 40% pore fraction and a pore diameter of
31 nm; Dashed line: Computer simulation assuming a dense layer.

7 Programming support

SIMNRA 7 uses the IBA data format (IDF) [42] as its native �le format
for storing spectra and all input data. The �le format is called xnra and is
somewhat more restrictive than IDF. Nevertheless, xnra �les are always valid
IDF �les. IDF is a well-de�ned and documented XML-based �le format for
storing ion beam analysis data and allows easy exchange of data between
di�erent ion beam analysis programs.

All SIMNRA objects can be accessed through OLE automation. This allows
the development of new codes, which make use of SIMNRA as simulating
kernel. This possibility has been already used for the development of extended
target editors [43,44], depth resolution calculations [45], or evaluation of depth
pro�les using Bayesian analysis [46]. In SIMNRA 6 most (but not all) objects
could be accessed by OLE automation. In SIMNRA 7 all properties of all
objects can be accessed by external programs. All OLE automation methods
are backward compatible, i.e. programs written for SIMNRA 6 should work
also for SIMNRA 7.
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8 Additional programs in the SIMNRA package

All details of SIMNRA calculations can be inspected using the program VIE-
WNRA, allowing a detailed inspection of energy loss calculations, straggling
evaluations, evolution of angular spread due to multiple scattering etc. This
program was initially developed as a debugging tool, but was made publicly
available in order to provide full transparency about all details of SIMNRA
simulations. This can be used for inspecting details of calculations, or for
teaching purposes.

RESOLNRA [45] calculates the achievable depth resolution for a given expe-
riment, and allows to optimize the experimental conditions (incident energy
and angle) in order to achieve an optimal depth resolution. RESOLNRA uses
SIMNRA for all calculations and treats RBS, ERDA and NRA. It includes
the energy broadening contributions due to electronic energy-loss straggling,
geometrical straggling, multiple scattering, absorber foils, detector resolution
and sample porosity. Additional constraints, such as minimum or maximum
possible beam energies, limitations of incident or exit angles, or requirements
for a speci�c projectile energy in a speci�c depth, can be taken into account,
thus allowing to �nd the optimum experimental conditions under these addi-
tional experimental constraints. The user interface was developed in order to
allow a quick optimization of the experimental conditions. The use of identical
input �les by RESOLNRA and SIMNRA o�ers the possibility of a rapid expe-
rimental design/experimental data evaluation cycle. RESOLNRA 1.5 allows
to access all depth resolution calculations through OLE automation.

SIMNRA 7 works together with the cross-section calculator SigmaCalc. For
many ion-target combinations theoretical SigmaCalc cross-sections are availa-
ble by default.

9 Conclusions

The program package SIMNRA 7 improves the simulation physics model of
the current version SIMNRA 6 by taking the skewness of all energy spread
distributions into account, and by an improved handling of cross-sections with
structure. The applicability of the code towards lower energies has been ex-
tended by adding the Universal scattering cross-section. More complex ex-
perimental set-ups can be directly simulated by the addition of an external
window and energy-dependent detector sensitivity, and more complex sam-
ples can be simulated by introducing generalized layer roughness and sample
porosity. Programming support and interoperability with other programs has
been improved by providing full access to all objects and properties by OLE
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automation and the use of the IBA data format as native �le format for storing
all data. The additional programs VIEWNRA, RESOLNRA and SigmaCalc
allow to inspect all details of SIMNRA calculations, allow to perform depth
resolution calculations, and allow an easy use of non-Rutherford scattering
cross-sections.
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